**NLP (Natural Language Processing)**

* počítačové zpracování přirozeného jazyka; počítačová lingvistika
* obor na pomezí lingvistiky, informatiky (umělé inteligence), popř. taky akustiky aj.; zkoumá problém analýzy či generování textů nebo mluveného slova, které vyžadují určitou (ne absolutní) míru porozumění přirozenému jazyku strojem
* zabývá se zkoumáním a zpracováním přirozeného jazyka pomocí počítačů a metod informatiky
* úkoly
* analýza přirozeného jazyka (morfologická, syntaktická, sémantická)
* generování přirozeného jazyka (vyvíjení, vytváření)
* syntéza a rozpoznávání řeči
* strojový překlad (Machine translation)
* odpovídání na otázky (Question answering)
* získávání informací (Information retrieval)
* korektura textu (Spell-checking, Grammar checking)
* extrakce informací (Information extraction)
* výtah z textu (Text summarization)
* určení typu dokumentace (Text Classification/Clustering)

**Korpusová lingvistika**

* lingvistická disciplína zkoumající jazyk pomocí elektronických jazykových korpusů a zabývající se i výstavbou těchto korpusů, jejich zpracováním a příslušnou metodologií
* jako obor se začala výrazněji vyhraňovat a rozvíjet v posledních dvou desetiletích 20. století, souvisí s rozvojem výpočetní techniky
* interdisciplinární spolupráce lingvistů s dalšími obory, především matematikou a informatikou
* texty jsou chápany jako produkty jazykového systému a jazykových schopností jejich tvůrců; skrze ně se dospívá k poznání obecnějších jazykových zákonitostí a pravidel
* lingvista je poprvé v historii zbaven nejistoty, zda nepracuje s příliš omezenou materiálovou základnou a zda pozorování a závěry, které z ní vycházejí, nejsou deformované
* charakteristika korpusových dat:
  + typická, nenáhodná a věrná ve vztahu k tomu, jak lidé užívají jazyk
  + aktuální, skutečně odrážející svou dobu
  + neselektivní a objektivní
  + dostatečná
  + s pomocí počítače snadno získatelná a rychle přístupná
* korpusy v zemích:
  + *Brown Corpus* (VB)
    - VB průkopnická země v budování velkých korpusů
    - konstituovala se zde nejvýznamnější korpusová disciplína – korpusová lexikografie
  + *Bank of English*
  + *British National Corpus*
  + *International Corpus of English* (cíl: mapovat všechny ve světě užívané varianty anglického jazyka)
  + *Frantext* (Francie)
  + dánština, němčina, italština, španělština, Maďarsko, Slovinsko, Litva
* monitorování korpusů: mezinárodně - organizace ICAME

**Korpus**

* základní prostředek výzkumu korpusové lingvistiky = korpus
* je nejlepší aproximací, nejlepší vzorek skutečného jazyka
* přesvědčení, že lépe než prostřednictvím korpusu nelze dnes jazyk při studiu uchopit
* strukturovaný, unifikovaný (často i označkovaný) rozsáhlý soubor jazykových dat, který je elektronicky uložený i zpracovaný
* skládá se zpravidla z jednotlivých textů a jako celek si činí nárok na reprezentativnost
* reprezentativnost: zdůrazňuje odpovídající zastoupení jednotlivých typů jazyka z hlediska míry, v jaké jsou mluvčími přijímány
* korpusy z celých textů

+ snižuje nebezpečí jednostrannosti malého korpusu

+ zvyšuje reprezentativnost malého korpusu

- dají se hůře studovat jevy celotextové povahy

* značkování:
  + *vnější anotace:* typ textu, autor, rok (lze pak vybírat texty z určitého roku, texty psané jen ženami apod.)
  + *vnitřní anotace:* strukturní informace (členění na kapitoly, odstavce, věty, slova) a informace lingvistické
    - lingvistické informace nákladné => omezuje se na morfologické značkování jednotlivých slovních tvarů (tagování), přiřazení slovnědruhové charakteristiky a lemmatizaci (přiřazení základního, slovníkového tvaru)

**Typy korpusů**

* malé, střední, velké
* obecně reprezentativní nebo budované k rozmanitým specifickým cílům
* základní členění: lingvistické
  + *psané, mluvené*
    - *mluvené korpusy*: nákladnost, velká investice a úsilí; neměl by se používat jazyk médií, protože je přechodné povahy, není spontánní; je formální, připravený; snaha vybudovat synchronní nářeční korpusy
  + *diachronní* (pokrývá stádia jazyka), *synchronní* (současné psané texty; převažuje)
    - diachronní korpus × korpus historický (jedno časové stádium vývoje jazyka)
* korpusy monitorovací, paralelní, studijní, testovací
  + *monitorovací:* otevřené novým textům a probíhajícímu jazykovému vývoji; v užším slova smyslu = pevná část korpusu plnící úlohu filtru určeného k registraci nových jazykových jevů a prvků, které v korpusu nejsou zastoupeny a které je třeba doplnit
  + *paralelní:* dva a více jazyky vytvářené z překladů, obsahující texty originální i jinojazyčné mutace; stále více aktuální; navíc cenné pro výuku studentů, překladatelů atd. (např. paralelní korpus G. Orwella ve 23 jazycích)
  + *studijní korpusy:* tvořeny hlavně texty psanými studenty cizích jazyků; analýza způsobů vyjadřování, odstínů i chyb => zkvalitnění výuky
  + *cvičné a testovací korpusy:* rozsahem omezené, většinou plně provedeno a manuálně opraveno značkování (vnitřní anotace), na základě jich se trénují a vylepšují různé anotační programy a lingvistické hypotézy

**Využití korpusů**

* cenné zdroje pro lingvisty, ale i pro další odborníky (literární vědce, sociology, psychology, pedagogy)
* i pro studenty, zájem jeví i laikové
* lingvisté:
  + výstavba popisů jazyka
  + tvorba a ověřování teorií
  + tvorba velkých aplikací založených na korpusových datech (hl. lexikografové)
* uživatelé:
  + konkordance (výpis řádků s výskytem zkoumaného jevu v textu) předkládá lépe podložená data a zasazena do dostatečného, libovolně rozšiřitelného kontextu
  + frekvenční a statistické charakteristiky příslušných dat => představa o tom, co je typické a co okrajové
  + můžeme-li porovnat s diachronním korpusem -> závěry o vývoji, tendencích atd.
* ukazuje škálovitou povahu jevů v jazyce
* variabilita jazyka

**Český národní korpus**

* kontinuální projekt, jehož produkty (jednotlivé korpusy) mapují a monitorují různé podoby českého jazyka s cílem zpřístupnit uživatelům co nejbohatší zdroj jazykových dat
* akademický, nekomerční projekt
* vytvářen Ústavem Českého národního korpusu (ÚČNK) na FF UK, který vede František Čermák
* založen 1994
* na tvorbě se podílí i další pracoviště, např. FI MU, Ústav českého jazyka FF MU
* problémy: konverze mezi různými formáty textových souborů, problematika způsobu anotace
* části:
  + SYN2000: 100 000 000 slovních tvarů
    - vychází z něj korpus PUBLIC (20 000 000, veřejně na internetu)
  + ![obrázek: Český národní korpus (schéma členění)](data:image/gif;base64,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)DIAKORP: 1 750 000 tvarů; diachronní psaný
  + ORAL-PMK: 700 000 tvarů, synchronní mluvený
  + složeny zásadně z celých textů (nikoliv jen ze vzorků)
* nekorpusové složky:
  + archivy (uložení surových, nezkonvertovaných a neoznačkovaných textů; Archiv ČNK Syn, ČNK Dia)
  + banky (uložení textů v konečném formátu SGML)

**Synchronní a diachronní korpus, hranice mezi nimi**

* v jazyce neexistují jasná a nepochybná kritéria pro stanovení časových rozmezí => tedy ani pro stanovení hranic jednotlivých druhů korpusů
* vodítko: to, co dnešní mluvčí pociťují jako živé a co už ne
* vymezení spodní časové hranice v ČNK:
  + novinové a časopisecké texty: začátek 1990 (v synchronním textu); hlavně kvůli tomu, že starší noviny plné dobového ideologického newspeaku; publicistika se navíc rychle mění
  + krásná literatura: 1990
    - doplňující kritéria vzhledem k přetiskům a čtení knih starších autorů; do synchronního korpusu se zařazují i
      * současně čtení starší autoři, kteří se narodili roku 1880 a později
      * knihy publikované od roku 1945
  + odborné texty: po roce 1989
* texty za těmito časovými hranicemi => diachronní korpus
* omyl domnívat se, že v korpusu jsou v elektronické formě přístupná celá česká literatura daného období

**SYN2000**

* časová etapa 1990-1999
* 100 milionů slov, vnější značkování; pokusy o značkování vnitřní (lingvistické)
* množství jazykového materiálu, jaké u nás dosud nikdy nebylo zpřístupněno k operativnímu prohledávání
* samotné texty mají rozsah 1–2 gigabytů; prosté manuální prohlížení přesahuje lidské možnosti;
* pro představu: průměrné knihy o 250 stranách by zaplnili 10 metrů knihovních regálů
* přečtení by zabralo 4 roky (8 h denně, 365 dní ročně)

**Diachronní korpus**

* cíl: vytvořit elektronickou materiálovou základnu pro výzkum vývoje českého jazyka od prvních dochovaných souvislejších záznamů (2. polovina 13. století) zhruba do poloviny 20. Století, tj. k hranicím synchronního korpusu
* zařazovány pouze dobově a útvarově autentické texty (u nichž lze vyloučit, že do nich byly vneseny prvky pozdějšího jazykového stavu nebo jiného jazykového útvarů – tj. opisy, přetisky, zkreslení nářečními prvky)
* postup budování pomalý a obtížný, většinu textů potřeba manuálně přepisovat, skenovat nebo manuálně korigovat
* odlišné vývoje českého pravopisu; texty vstupují v transkribované podobě (přepis z jednoho písma do druhého)
* DIAKORP v roce 2000 1 750 000 textových slov; součástí banka transliterovaných textů (asi 100 000 slov) a jazyková databáze (překlady starších českých slov, vysvětlivky obratů, …)

**Mluvený korpus**

* ORAL-PMK (Pražský mluvený korpus)
* dnešní rozsah 700 000 slov
* omezen na oblast Prahy a okolí, kde je míra širší reprezentativnosti nejvyšší (Praha ovlivňuje ostatní území nejen mediálně, ale i tím, že v ní pracují lidé z celé země)
* období 1988–1996; i přes svá omezení zdaleka největší a nejreprezentativnější záznam autentické mluvené češtiny
* odpovídá reálným možnostem (vybudování korpusu je pracnější a dražší)
* 300 magnetofonových nahrávek v upraveném přepisu
* reprezentativní zastoupení 4 hlavních sociolingvistických proměnných:
  + Pohlaví, věk, vzdělání, typ textu/nahrávky (formální/neformální)
* dosáhnuto vyvážené proporcionální podoby
* manuální přepisování, anotace
* využitelnost: lexikon, morfologie
* vzhledem k malému rozsahu méně vhodný pro studium syntaxe, ke zkoumání tematickému apod.

**Reprezentativnost ČNK**

* ideální korpus: zahrnuje z hlediska matematické statistiky neuskutečnitelné soustředění naprosto všech textů, které bychom chtěli mít k dispozici
* reálný korpus: to, co statistikové nazývají vzorek, výběr, sample
* reprezentativnost neroste lineárně s pouhým zvětšováním rozsahu, ale závisí především na tom, co sledujeme na pravděpodobnostních charakteristikách (rozložení) výskytů sledovaných prvků nebo jevů
* je vyloučeno, aby byl korpus naprosto všestranně reprezentativní
* neexistuje univerzální, všeobecně uznávaná představa o využití korpusů, staly se východiskem pro ČNK odhady možných očekávání ze strany dnes uvažovaných potenciálních zájemců o práci s korpusem
* na základě průzkumů => se stal výchozím bodem členění textových zdrojů ČNK poměr čtení knih, časopisů a novin; vyplynulo zastoupení novin **60 %**

|  |  |
| --- | --- |
| TYP TEXTU | Podíl [%] |
| IMAGINATIVNÍ TEXTY | 15,00 |
| krásná literatura | 12,04 |
| poezie | 0,81 |
| drama | 0,21 |
| próza | 11,02 |
| jiné imaginativní texty | 0,36 |
| přechodové pásmo | 2,60 |
| INFORMATIVNÍ TEXTY | 85,00 |
| publicistika | 60,00 |
| odborné texty | 25,00 |
| vědy o umění | 3,48 |
| sociální vědy | 3,67 |
| právo a bezpečnost | 0,82 |
| přírodní vědy | 3,37 |
| technika | 4,61 |
| ekonomie a řízení | 2,27 |
| víra, náboženství | 0,74 |
| životní styl | 5,55 |
| administrativa | 0,49 |

* druhá úroveň: vyvážený souhrn výsledků tří různých průzkumů týkající se porovnání zájmu o literaturu naučnou a krásnou (průzkum výpůjček ve veřejných knihovnách, průzkum struktury zájmu o žánry nových knižních edic ze strany čtenářů nových knih a o průzkum vztahu mezi fondy a výpůjčkami ve veřejných knihovnách); z výsledku odvozeno procentuální zastoupení naučné literatury (informativních nenovinových textů) – 25 %; krásné literatury (imaginativních textů) – 15 %
* korigovány z věcných hledisek:
  + vzhledem k požadavku co nejširšího záběru ČNK
  + vzhledem k omezené dostupnosti hovorového jazyka
  + vzhledem k univerzálnosti využití ČNK
* systém třídění a anotace se opírá o standardy vypracované skupinou TEI a skupiny EAGLES, jejich doporučení jsou podporována Evropskou unií
* vlastní sada charakteristik a vlastní škálování uvnitř těch charakteristiky (na návrh Čermáka, modifikována podle Deweyova desetinného třídění a dle zkušeností zahraničních korpusových projektů) => 11 kategorií a 112 rysy uvnitř těchto kategorií

**Získávání textů**

* pěti různými způsoby:
* *prostřednictvím smluv s nakladateli a vydavateli* (naprostá většina, více než 90 % SYN2000; více než 250 smluv, zavazují ČNK používat texty pouze pro budování korpusu a k nekomerčnímu užívání – rozsah citací jednotlivých textů omezen horní hranicí 100 slov)
* *využíváním textů dostupných na internetu* (příliš nevyhovují – jen zlomek spadá do oblastí, v nichž je potřeba korpus doplňovat; navíc jsou to nekvalitní texty, s množstvím jazykových chyb, překlepů a diakritiky)
* *skenováním* (7 % v SYN2000)
* *manuálním přepisem*
* *darem od autorů* (zanedbatelné množství)

**SGML (Standard Generalized Markup Language)**

* standardní jazyk určený k formálnímu popisu struktury dokumentů. Je definován v normě ISO 8879 z roku 1986
* vznikl v rámci projektu ODA (Open Document Architercture), jejímž cílem je poskytnout standardní architekturu pro vytváření, předávání, uchování a zpracování různorodých dokumentů v elektronické podobě
* zahrnuje různé standardy pro formáty dat, architekturu předávání zpráv, zabezpečení informací atd.
* zcela otevřený standard nezávislý na platformách, výrobcích nebo aplikacích. Soubory SGML jsou ukládány jako text ACII, což zajišťuje jejich použitelnost prakticky na libovolné počítačové platformě
* univerzální značkovací metajazyk, který umožňuje definovat značkovací jazyky jako své vlastní podmnožiny
* význam a přínos SGML se objevuje ve chvíli, kdy je dokument označen příslušnými značkovacími příkazy. Definování struktury a vnitřních vztahů v do té doby nestrukturované informaci otevírá zcela nové možnosti zpracování, publikování a opakovaného používání této informace.
* SGML databáze může obsahovat tisíce označkovaných dokumentů a využitím vyznačené struktury z ní lze na přání publikovat obsahově stejné dokumenty mnoha různých forem (například manuál k letadlu o několika tisících stranách; každý odstavec v dokumentu je označen z hlediska přístupových práv – volně přístupný, tajný, přísně tajný – podle toho jej pak mohou číst technici, piloti nebo personál)
* protože SGML uchovává informace o struktuře dokumentu, nikoliv o jeho formátování, může mít manuál různou podobu podle způsobu jeho použití (tisk, CD-ROM).
* SGML je metajazyk, který umožňuje definovat, jaké značky (tzv. elementy) lze v textu použít a jak spolu souvisí (např. uvnitř elementu, který označuje kapitolu, se mohou vyskytovat elementy vyznačující odstavce)
* SGML je vlastně metajazyk, který umožňuje definování dalších
* **DTD (Document Type Definition) =** definice přístupných elementů a vztahy mezi nimi; DTD bývá nejčastěji uložena v separátním textovém souboru. Samotný dokument se pak skládá z identifikace DTD, pomocí něhož je zapsán (tzv. prolog) a vlastního textu doplněného o elementy definované v DTD. DTD nedefinuje konkrétní význam jednotlivých elementů. To obstarávají další programy, které mohou dokument vytvořený na základě konkrétního DTD převést např. do PostScriptu, pokud chceme dokument tisknout, či do nějakého hypertextového systému, pokud chceme dokument prohlížet interaktivně. Jedinou skupinou programů, které jsou nezávislé na jednom konkrétním DTD, jsou tzv. *parsery*, které provádí kontrolu SGML dokumentů - tj. kontrolují, zda použití elementů v dokumentu odpovídá jejich definici v DTD.
* *Ukázka SGML* – chceme v elektronické podobě uchovávat sbírku básní (sbírka básní se skládá z několika básní, ta má název a několik veršů; každý verš se skládá z několika řádek)
  + celá sbírka je označena elementem book
  + konkrétním výskytům elementů v textu se říká *tagy*

*<book>*

*<poem><title>Cikáda</title>*

*<verse>*

*<line>Vzala ho za ruku</line>*

*<line>a vedla mezi zelené keře</line>*

*<line>Když stál proti ní</line>*

*<line>bledničkové nahý</line>*

*<line>dotkla se ho vlhkým prstem</line>*

*</verse>*

*<verse>*

*<line>Ani další noc</line>*

*<line>to nebylo dál</line>*

*</verse>*

*</poem>*

*<poem>*

*... následují další básně ...*

*</book>*

* definice příslušného DTD vypadá následovně:
  + za klíčovým slovem !ELEMENT vždy následuje definice nového elementu

*<!ELEMENT book - - (poem+)>*

*<!ELEMENT poem - - (title?, verse+)>*

*<!ELEMENT title - O (#PCDATA)>*

*<!ELEMENT verse - O (line+)>*

*<!ELEMENT line O O (#PCDATA)>*

* jelikož náš DTD umožňuje některé tagy vynechat, lze celou naši sbírku zkráceně zapsat takto:

*<book>*

*<poem><title>Cikáda*

*<verse>*

*<line>Vzala ho za ruku*

*<line>a vedla mezi zelené keře*

*<line>Když stál proti ní*

*<line>bledničkové nahý*

*<line>dotkla se ho vlhkým prstem*

*<verse>*

*<line>Ani další noc*

*<line>to nebylo dál*

*<poem>*

*... následují další básně ...*

*</book>*

* korektnost zápisu bychom mohli ověřit parserem, kterému bychom na vstup zadali naši sbírku básní a náš DTD

**výhody SGML**

* jednotný formát
* SGML není spojen s žádným operačním systémem nebo aplikací a tak je přenosný mezi různými systémy
* největší výhoda systémů založených na SGML je jejich **otevřenost.** Vše pracuje v rámci standardu, který je již definitivní a nehrozí tedy znehodnocení investic v důsledku nutnosti přechodu na nové verze, jako je tomu u komerčních textových procesorů.
* Jedná se o standard, který spravuje ISO (mezinárodní organizace pro standardy) => velmi stabilní, a i když existují možnosti pro jeho doplnění a změnu, ISO činí tento proces velmi obtížným. To se ukázalo být velkou výhodou, neboť je tak k dispozici známý syntax.
* další velkou výhodou je to, že při tvorbě SGML dokumentů nás **zajímá obsah** a nikoliv forma dokumentů. Konkrétní formu lze určit až v závislosti na požadovaném výstupu
* pokud je DTD dobře navrženo, je velmi usnadněna i automatická syntéza řeči (tagy vyznačují místa, kde se obvykle i v řeči dělají pauzy), což je velkým pozitivem při zpřístupňování informací nevidomým občanům.
* To, že je celý text rozčleněn a označen různými tagy, přináší i **výhody pro prohledávání dokumentů**. Jednak lze podobně jako u strukturovaných databází prohledávat jen určité položky (např. název a autora dokumentu) a jednak lze informaci o struktuře využít při fulltextovém prohledávání - slova obsažená v nadpisech a zvýrazněná odlišným typem písma mívají obvykle větší význam než ostatní text.
* díky **flexibilitě** SGML není problémem do textu vkládat i další méně obvyklé prvky jako jsou tabulky, matematické vzorce, notové záznamy atd.
* SGML nenabízí přesně určenou sadu tagů, ale syntax pro vytváření vlastních. Mnohá průmyslová odvětví vytvořila konsorcia, ve kterých jsou vytvářeny sady společných tagů pro výměnu informací za použití termínů a výrazů typických pro danou oblast
* *v současné době je asi nejznámější aplikací SGML jazyk HTML (Hypertext Markup Language),* který je používán pro tvorbu hypertextových dokumentů v rámci Internetovské služby World-Wide Web
* většina velkých softwarových firem (IBM) má své systémy na správu dokumentace rovněž založeny na SGML

**nevýhody**

* flexibilita: není lehké psát parsery
* nejrozšířenější WWW nepodporují SGML; pokud chceme něco dostat na web, nutná konverze do HTML, čímž dochází ke ztrátě významných informací (zejména o struktuře dokumentu), tím i k znehodnocení dat
* SGML je komplikovaný jazyk a obtížně se integruje do jednotlivých aplikací.
* SGML vyžaduje "parser", který je obtížné napsat a udržovat. Jelikož byl SGML vytvořen na počátku éry stolních počítačů, je příliš zaměřen na úsporu omezené paměti a diskového prostoru a proto využívá řadu minimalizačních pravidel a výjimek.
* Výsledkem této složitosti je fakt, že SGML je dražší než jednoduchý systém tagů jako HTML. Každý dokument musí obsahovat "definici typu dokumentu", takže vlastník dokumentu musí provést jeho analýzu, aby odkryl jeho strukturu.
* Po SGML zatím existuje jen omezená poptávka, takže je obtížné nalézt odborníky pro analýzu dokumentů a tvorbu definic typu dokumentu a je drahé si je udržet.
* Protože je standart tak složitý a existuje menší poptávka, nástroje podporující SGML jsou dražší než v případě HTML.

**Zpracování textů**

* každý text vstupující do ČNK je zaevidován a ve své původní podobě (tj. v té, v jaké byl získán od nakladatele, naskenován, přepsán apod.)
* poté uložen do textového archivu
* pro potřeby ČNK nutno získané texty konvertovat do jednotného formátu SGML, anotovat je a označkovat
* takto připravené texty uloženy do textové banky a dále se s nimi pracuje jako se soubory
* při konverzi se v co největší míře zachovává autenticita textu (původní členění, neopravují se chyby ani zjevné překlepy apod.); výjimka: odstraňování odstavců obsahujících cizojazyčný text, tabulky, vzorce apod.
* formát SGML, v němž jednotlivé soubory vstupují do banky, je přizpůsoben potřebám ČNK: používá vlastní DTD (document type definition – popis SGML dokumentu) a jednotné kódování češtiny (ISOLatin2, tj. ISO-8859-2)
* každý soubor je jednoznačně identifikován svým *jménem* (žádné dva soubory v bance nemohou být stejně pojmenovány) a opatřen *hlavičkou* se všemi relevantními technickými informacemi o konverzi
* hlavička souboru je pro běžného uživatele skrytá, technickým pracovníkům však pomáhá dohledávat a opravovat eventuální chyby
* každý soubor v bance je anotován a strukturován do dokumentů, odstavců, vět a slov
* při konverzi se dbá na to, aby bylo členění dokumentů na odstavce zachováno v původní podobě; členění se provádí plně automaticky při převodu z 2. mezifomátu do SGML
* **konverze**textových souborů probíhá ve třech hlavních fázích:

1. *převod textu z původní podoby do 1. meziformátu*
2. *převod textu 1. meziformátu do 2. meziformátu*
3. *převod textu z 2. meziformátu do formátu SGML*

* hlavním důvodem převodu textu do 1. meziformátu je to, aby všechny texty získaly jednotnou podobu a veškeré další zpracování mohlo probíhat jednotně, bez ohledu na původní formát textů. Výsledek tohoto dalšího zpracování (2. meziformát) se od 1. meziformátu na první pohled výrazně neliší: jde rovněž o ASCII text, navíc však obsahující hlavičku SGML s lingvistickou anotací textu, kterou většinou provádějí přímo lingvisté na PC
* posledním krokem konverze je převod z 2. meziformátu do formátu SGML. Tento proces je již plně automatizován, texty při něm procházejí nejprve *tokenizerem* (programem pro segmentaci textu do vět a slov), který je převede do SGML, a poté ještě několika *čisticími*a*kontrolními programy*.
* posledním krokem převodu z 2. meziformátu do SGML je **značkování (tagování)** textů, tj. přidávání morfologických značek a lemmat k jednotlivým slovním tvarům v textech

**Uložení korpusu v počítači**

* Ne každý soubor textů volně uložený v počítači je automaticky korpus. Text je nutné nějakým způsobem strukturovat. Podle toho rozlišujeme
  + archiv textů, tedy soubor textů různých formátů a kódování – nejhrubší podobu korpusů.
  + textové banky jsou organizovanější, texty uloženy v jednotném formátu a je na nich provedeno základní značkování.
  + Vertikální text
  + Binární data v aplikaci, pomocná data pro rychlejší zpracování (indexy, statistiky)
  + konečnou formou je pak použití korpusového manažeru, který umožňuje podrobnou práci s korpusem, umožněnou podrobnějším značkováním. Tento „finální“ značkovaný korpus se nazývá anotovaný. Je zde rozlišena logická struktura textů, typografický vzhled a především jazykové jevy.
* Než se však začne korpus upravovat do anotované podoby, je nutné přesunout data do počítače. K tomu existuje několik možností.
  + manuální přepis, časově velmi náročný
  + importovat text do počítače ze sázecích disket a pásek získaných od nakladatelství, nejjednodušší
  + OCR neboli skenování; nejrozšířenější
  + převod mluveného slova na psaný text
* následujícími typy uložení jazykových dat:
* *elektronické archivy* - volné kolekce celkově různorodých textů. Klasickým příkladem je *Oxford Text Archive - OTA*, který představuje rozsáhlou sbírku různých, většinou literárních textů, v různých formátech a různých jazycích: v OTA najdeme asi tisícovku literárních textů v 25 jazycích a různých formátech,
* *vlastní korpusy* tvořící relativně úplné celky, i tak ovšem značně různorodé a lišící se v řadě parametrů,
* *podle jazyků* - dnes už jen málo jazyků v Evropě nemá svůj korpus, v r. 1990 existovaly korpusy pro:
* angličtinu (220 000 000 slovních tvarů, 20 korpusů)
* francouzštinu (190 000 000 slovních tvarů)
* němčinu (27 500 000 slovních tvarů)
* holandštinu (60 000 000 slovních tvarů)
* italštinu (30 000 000 slovních tvarů)
* srbochorvatštinu (12 000 000 slovních tvarů)
* korpusy *dvoujazyčné*, paralelní: anglicko-francouzské, -italské, -dánské
* korpusy *obecné* a *specifické*, velké obecné korpusy obsahují subkorpusy jazyka psaného, mluveného, nářečí, synchronní - diachronní aj.

**Značkování**

* značkování (tagování) je proces, při němž jsou texty vstupující do korpusu opatřovány (anotovány) doprovodnými informacemi, které jsou formálně vyjádřeny prostřednictvím*značek*(*tags*). Tyto značky jsou trojího druhu: administrativní či správní (vnější anotace), strukturní a lingvistické (vnitřní anotace).
* *administrativní (správní) značky* zachycují administrativní údaje o každém textu soustředěné v tzv*. hlavičce* a obsahují zejména informace o původu, autorství, typu a zdroji textu
* *strukturními značkami* bývá hierarchicky členěn vlastní text (kapitoly, odstavce)
* *tokeny* jsou testová slova, tj. výskyt slovních tvarů (slovních exemplářů), čísel, zkratek, speciálních znaků a interpunkčních znamének
* *lingvistické informace* umožňují vyhledávat v koprusu nejen samostné slovní tvary a jejich konfigurace, ale i jiné lingvistické charakteristiky (morfologické, včetně slovnědruhové příslušnosti); tyto lingvistické značky jsou přiřazovány k jednotlivým slovům tzv. morfologickým analyzátorem (programovým modulem opatřujícím automaticky každé slovo v textu lingvistickou informací dvojího typu:
  + **LEMMATIZACÍ** je danému slovu přiřazena informace o jeho základním, slovníkovém tvaru zvaném lemma, popř. o více možných základních tvarech (tj. u slov víceznačných v rámci jednoho SD nebo v rámci více SD
  + **PŘIŘAZENÍ POTENCIÁNÍCH MORFOLOGICKÝCH INTERPRETACÍ** každé formě, tj. informace o její slovnědruhové příslušnosti a morfologických vlastnostech (např. o rodu, čísle a pádu podstatných a přídavných jmen, zájmen a číslovek, o stupni přídavných jmen a příslovcí, o osobě, čísle, slovesném a jmenném rodu slovesných tvarů atd.). Morfologická interpretace daného slova je formálně vyjádřena *morfologickou značkou* tvořenou maximálně 15 údaji, z nichž každý je reprezentován jedním znakem na dané pozici, přičemž význam jednotlivých pozic je jednoznačně stanoven.

**Automatická morfologická analýza a desambiguace**

* anotátor: náležitě zaučený a vycvičený pracovník, který anotuje texty
* desambiguace: procedura; zjednoznačnění homonymních forem; kontextové zjednoznačnění
* otázka, co je nejpřesnější a nejméně chybová automatická desambiguace korpusových textů; hrají tu roli faktory syntaktické i sémantické
* úspěšnost ovlivněna softwarovými nástroji, morfologickou a slovnědruhovou víceznačností jazyka, v němž jsou značkované texty psány a také kvalitou (chybovostí) samotných značkovaných textů
* čeština je jazyk s velmi vysokou mírou víceznačnosti jak morfologické, tak slovnědruhové: existuje v ní přes 1000 tříd systémové homonymie; pkl automaticky morfologicky desambiguovat český text je mimořádně složitý, a to i v porovnání s ostatními slovanskými jazyky; dosavadními prostředky toho není možné dosáhnout bez chyb
* dvě základní metody automatické desambiguace textů:
  + ***stochastická (statistická, pravděpodobnostní) desambiguace:*** model, který je založen především na pravděpodobnostech přechodu mezi jednotlivými značkami v morfologicky analyzovaném textu. Princip: nejprve ručně (správně) označkujeme větší množství textů (řády set tisíc slov), a vznikne tak trénovací korpus. Tagger (statisticky koncipovaný desambiguací program) se poté „naučí“ toto správné značkování, tj. učiní si představu o pravděpodobnostech přechodu mezi jednotlivými značkami a jejich četnostech, kterou uloží do svých vnitřních tabulek. Program pak tyto „naučené“ znalosti aplikuje na nedesambiguovaný korpus; v angličtině úspěšnost 97 a 98 %, v ČN 94 % (asi každé 16 slovo je špatně). Hlavní problém: nedostatek trénovacích dat, syntagmatická a slovosledná variabilita textů je příliš velká
  + ***pravidly řízená desambiguace:***Kvůli neúspěšnosti stochastického modelu zahájen vývoj metody disambiguace založené na syntaktických pravidlech. Podstatou je intuitivní formulace celé řady syntaktických pravidel, která odrážejí syntaktické konfigurace češtiny dané jejím vnitřním systémem. Jakmile je formulováno určité pravidlo, které vyplynulo z analýzy obecné chyby, ihned se počítačově implementuje a ověřuje na datech korpusu. Poněvadž tato metoda modeluje jazykový systém, není – na rozdíl od metody stochastické – závislá na trénovacích datech a vlastně je vůbec nepotřebuje. Pokud je možné formulovat nějaké pravidlo se stoprocentní jistotou, budou i data korpusu značkována správně, pokud ovšem není v textu korpusu chyba. Na chyby v textech (např. chybějící slovo či čárka, nesprávná morfologická analýza aj.) je pravidly řízený tagger velmi citlivý, dokáže však některé takové chyby i odhalit. Jelikož je vývoj této metody dosud na počátku, nelze ještě její úspěšnost exaktně kvantifikovat.

**Popis morfologických značek**

* morfologické značky jsou součástí výsledku morfologické analýzy, která pracuje s izolovanými slovními tvary (bez ohledu na kontext). Druhou součástí výsledku je tzv. lemma, které identifikuje příslušnou lexikální jednotku, někdy i včeteně jejího významu, ve smyslu jednoznačné identifikace slovníkového hesla. Morfologická analýza je obecně nejednoznačná; slovní tvary, brány izlované a bez ohledu na kontext, pochopitelně nemohou být v mnoha případech jednoznačně určeny ani z hlediska lemmatu, ani z hlediska morfologické značky.
* **struktura značky:** řetězec 15 znaků, každá pozice odpovídá jedné morfologické kategorii podle víceméně tradičního lingvistického pojetí. Hodnota, která nedává smysl (např. pád u sloves), je reprezentována pomlčkou
  + ***pozice 1 – slovní druh:*** A (adjektivum); C (numerál), D (adverbium), I (interjekce), J (konjugace), N (substantivum), P (pronomen), R (prepozice), T (partikule), X (neznámý), Z (interpunkce)
  + ***pozice 2 – detailní určení slovního druhu*:** slouží především k určení dalších relevantních morfologických kategorií, které jsou uvedeny na dalších pozicí
  + ***pozice 3 – jmenný rod:*** F (feminimum), H (femininum nebo neutrum), I (maskulinum inanimatum), M (maskulinum animato), N (neutrum), Q (femininum singuláru nebo neutrum plurálu), T (maskulinium inaminatum nebo femininum), Y (maskulinum – i. nebo a.), Z („nikoli femininum)
  + ***pozice 4 – číslo:*** D (duál), P (plurál), S (singulár), W, X (libovolné číslo)
  + ***pozice 5 –* *pád:*** čísla 1–7
  + ***pozice 6 – přivlastňovací rod:*** rody mužský neživotný a střední se nikdy nevyskytují samostatně; F (femininum), M (maskulinum animato), X (libovolný), Z („nikoli femininum“)
  + ***pozice 7 –*** ***přivlastňovací číslo:*** P (plurál), N (neutrál)
  + ***pozice 8 –*** ***osoba:*** 1–3; X
  + ***pozice 9 –*** ***čas:*** F (futurum), H (minulost), P (prézens), R (minulý čas), X
  + ***pozice 10 –*** ***grade:*** 1–3
  + ***pozice 11 –*** ***negace:*** A (afirmativ – bez negativní předpony), N (negace – tvar s negativní předponou „ne-“)
  + ***pozice 12 –*** ***aktivum, pasivum:*** A (aktivum), P (pasivum)
  + ***pozice 13 – nepoužito***
  + ***pozice 14 – nepoužito***
  + ***pozice 15 – varianta, stylový příznak apod.:*** d

**Technika**

* texty přicházejí do ÚČNK v mnoha podobách, které je třeba různými softwarovými nástroji zkonvertovat do jednotného formátu
* po konverzi jsou data uložena ve velkém počtu různě velkých souborů. Těm je třeba zajistit dostatek prostoru napevnémdisku, rozumnou dobu přístupu pro všechny oprávněné uživatele a přijatelnou spolehlivost počítačového systému
* z těchto dat se pro vlastní práci s *korpusovým manažerem* automatickygenerují binární soubory, jejichž formát je uzpůsoben rychlému vyhledávání na počítači. Tyto soubory jsou extrémně rozsáhlé a zároveň vyžadují rychlý přístup. Kdykoliv mohou být znovu vytvořeny a proto nemají vysokénároky na zabezpečení
* pro uložení a zpracování zkonvertovaných dat a jejich binárních verzí je vhodný serverový operační systém. Jak bylo uvedeno výše, data jsou zpřístupněna pro lingvistickou práci pomocí speciální sady programů, nazývané ***korpusový manažer*.** Jde o program, který musí splňovat dvě základní kritéria, z nichž prvním je *dostatečná rychlost při vyhledávání požadovaných lingvistických jevů a druhým uživatelsky příjemné rozhraní*
* protože výsledky hledání se obvykle dále zpracovávají, je pro následné zpracování k dispozici další samostatný program. Celý korpusový manažer tak tvoří tři samostatné moduly:
  + nástroje na vyhledávání (implementované v jazycích *C*, *C++* a *Perl*)
  + komunikační program, který zaznamenává výsledky zadaného vyhledání a dále je upravuje, popř. třídí (program je rovněž implementován v jazycích *C*, *C++* a *Perl*)
  + vlastní uživatelské rozhraní (implementované v jazyku *Tcl/Tk*), které umožňuje zadávat dotazy do korpusu, provádět další operace s daty a zobrazovat výsledky těchto akcí.
* všechny tři uvedené programy mohou být spuštěny na jednom počítači, ovšem obvykle jsou první dva spuštěny na serveru a poslední je provozován lokálně na osobním počítači uživatele
* počítače, na kterých se v současné době zpracovává ČNK, se dělí do dvou kategorií:
  + první jsou tzv. *pracovní stanice*, tj. počítače, na kterých pracují jednotliví uživatelé
  + druhou tvoří *servery* – centrální počítače sloužící všem uživatelům

**GCQP**

* speciálně vyvinutý vyhledávácí program, s jehož pomocí se pracuje v korpusu
* nejdříve využíván program CQP (Crpus query procesor), který byl vytvořen na univerzitě ve Stutgartu, umožňoval přístup pouze příkazovým řádkem v operačním systému UNIX -> pouze pro úzký okruh uživatelů. Vyvinuli tedy CQM (Karel Skoupý). Nevýhoda: nešlo zjistit, z kterého textového zdroje výrazy pocházejí; neumožňoval třídit konkordanční řádky ani neposkytoval statistické charakteristiky
* dnes GCQP (Grafické rozhraní pro CQP), autor Pavel Rychlý
* využívá možností grafických operačních systémů (Windows, Mac OS)
* výhody:
  + možnost vyhledávat posloupnosti několika slov
  + vyhledávání podle morfologických značek a základních tvarů (lemmat)
  + třídění konkordančních řádků
  + poskytování informací o tom, z kterých textů pocházejí jednotlivé konkordanční řádky s výskytem hledaného výrazu
  + možnost uložit označené konkordanční řádky na disk počítače, na němž uživatele pracuje
  + statistické funkce
  + možnost vytvářet složitější dotazy
* konkordanční řádek = výsledek „dotazu“, který se zadává do dotazového řádku
* v menu konkordance se dá dále pracovat s vyhledávanými konkordantními řádky – redukovat jejich počet, abecedně je třídy apod.
* P-filtr, N-filtr: slouží k redukci konkordančních řádků případě, že vyhledáváme podle části slova a v konkordančním řádku se nám zobrazí slovní tvary, které jsme vyhledat nechtěli
* regulární výrazy:
  + tečka: libovolný znak
  + hvězdička: libovolný počet opakování předchozího znaku nebo výrazu
  + plus: představuje 1 nebo více opakování předchozího znaku nebo výrazu
  + otazník: představuje žádný nebo jeden výskyt předchozího znaku nebo výrazu
* KWIC: absolutní frekvence hledaného výrazu; základní statistika, kterou získáme při každém vyhledávání a která udává počet výskytů hledaného výrazu x v celém korpusu
* Kontext: uživatelm zadaný počet pozic před či za hledaným výrazem
* Výsledky vyhledávání kolokací obsahují hodnoty tzv. MI-score a T-score.
* **Mi-score** – vzájemná informace (mutual information); je hodnotou, která udává pravděpodobnost toho, že dvě slova /či více/ se vyskytnou současně vedle sebe;
* **T-score** (míra kontrastu) je testem náhodného („random“) rozložení výskytů (předpoklad toho, že korpus je tzv. random sample; jde o složitou otázku)
  + čím vyšší je hodnota MI-score, tím pravděpodobnější je, že jde o pevnou, ustálenou kombinaci.
  + vysoká hodnota T-score naznačuje, že rozložení frekvencí není náhodné, tzn. že jsou zde tzv. clustering effects, např. to, že jde o pevnější spojení (slova jsou více u sebe, než by byla, kdyby bylo jejich rozložení nezávislé jedno na druhé, tj. zcela n
* frekvenční distribuce: spočítá frekvence slov (lemmat), morfologických značek a jejich posloupností v zadaném intervalu. Umožňuje zvolit více intervalů při jednom zadání. Frekvence jednotlivých intervalů lze sčítat, případně skrýt zobrazení výsledku některého ze zadaných intervalů. Na rozdíl od výpisu výsledků Kolokace je ve výpisu výsledku Frekvenční distribuce zobrazena celá kolokace.

**Budoucnost ČNK**

* Na základě ČNK vzniknou nové popisy češtiny
  + nová mluvnice, výkladový slovník, další typy speciálních slovníků, jazykovědné studie, různé příručky a učebnice. Konkrétním výstupem korpusu SYN2000 je mj. také *Frekvenční slovník psané češtiny*.
  + Před dokončením je frekvenční slovník pražské mluvené češtiny, který vznikl na základě PMK. Chystá se příručka cvičení a úkolů pro využití ČNK studenty. Před dokončením je nový manažer Bonito.
* Plánuje se:
  + SZ období totality; autorské slovník předních českých autorů; paralelní korpusy

**Co v korpusu nenajdeme**

* korpus není elektronická encyklopedie (přesto se spoustu věcí dá zjistit z novinových textů)
* korpus není výkladový slovník (přesto lze významy vyvodit z kontextu)
* korpus není seznam českých slov (nezachycuje izolované jevy)

**Co v korpusu najdeme:**

* zjistíme frekvence – např. které varianty jsou používanější (ačkoli, ačkoliv), srovnávat počeštěná a cizí slova (talent, nadání), stylistická pozorování (v jakém kontextu se co vyskytuje)

**Definice korpusu**

*Korpus je soubor počítačově uložených textů (v případě mluveného jazyka - přepisů záznamu mluvy), který primárně slouží k jazykovému výzkumu. Je to strukturovaný, unifikovaný (často i označkovaný) rozsáhlý soubor jazykových dat, který je elektronicky uložený i zpracovaný. Má čtyři základní rysy: vzorky a reprezentativnost; konečná velikost; strojově čitelná forma (MRF), standardní reference.*

**Jak se liší korpus od sbírky textů?**

*Korpus se skládá ze vzorků (samples), které jsou vybrány dle předem stanovených kritérií tak, aby reprezentovaly jazyk. Korpus je rozsahově i obsahově vymezen a omezen, je uložen v elektronické podobě a obsahuje standardní retence. Tato kritéria sbírka textů splňovat nemusí.*

**Typologie korpusů**

*Malé, střední, velké*

*Korpusy monitorovací, paralelní, studijní, cvičné a testovací*

*Lingvistické členění: psané (textové), mluvené; synchronní a diachronní*

**Známé korpusy**

*Brown: první korpus, obsahuje americkou angličtinu z roku 1961, vznikl na Brown univerzity v roce 1964; doplněno gramatické značkování v r roce 1979; asi 1 milion slov;*

*Susanne: autor Geoffrey Sampson, část korpusu Brown; nové gramatické a syntaktické značkování*

*Britis National Corpus (BNC): nejprestižnější projekt anglické lingvistiky, obsahuje britskou angličtinu, 10 % tvoří mluva; první velký korpus pro lexikografy; využívali ho vydavatelé slovníků a univerzity; obsahuje angličtinu z let 1991 až 1994; asi 100 milionů slov; gramatické značkování bylo prováděno automatickým nástrojem; pracuje s velkými a tematicky širokými oblastmi; dělí literaturu na informativní a imaginativní*

*Bank of English (BoE): britská angličtina, University of Birmingham; „hotový“ v roce 1991, ale stále jej rozšiřuují, v roce 2005 obsahoval asi 525 milionů slov; přístupný pro dotazování*

*Korpusy slovenské, maďarské, chorvatské, americké*

*Český národní korpus*

*Pražský mluvený korpus, Brněnský mluvený korpus*

*Korpus Desam**vytvořený na FI, obsahuje asi 1 milion slov, ručně značkovaný (desambiguovaný)*

**Český národní korpus**

*Vznikl v roce 1994, vytvářen Ústavem Českého národního korpusu na FF UK, vedený Františkem Čermákem; akademický, nekomerční projekt*

*Části: SYN2000 (100 000 000 slovních tvarů), DIAKORP (1 750 000 tvarů), ORAL-PMK (700 000 tvarů)*

**Žánrové složení korpusů psaného jazyka ČNK a pojetí synchronního korpusu**

*Publicistika: 60 %; po roce 1990*

*Odborné texty: 25 %; po roce 1989*

*Krásná literatura: 15 %, po roce 1990 (doplňující kritéria vzhledem k přetiskům a čtení knih starších autorů; do synchronního korpusu se zařazují i současně čtení starší autoři, kteří se narodili roku 1880 a později a knihy publikované od roku 1945)*

**Pražský mluvený korpus**

*První korpus mluvené češtiny, zachycuje autentickou mluvenou češtinu, hlavně obecnou a tematicky nespecializovanou. Materiály pochází z Prahy a jejího okolí, kde pracuje spousta obyvatel z celé ČR. Praha rovněž ovlivňuje zbytek republiky mediálně, proto v ČR není místo, které by bylo více reprezentativnější. Nahrávky pocházejí z roku 1988-1996.*

**Brněnský mluvený korpus**

*První mluvený korpus češtiny z oblasti Moravy. Zaznamenává autentickou tematicky nespecializovanou mluvu města Brna. BMK je elektronickým přepisem 250 anonymních magnetofonových nahrávek z let 1994-1999 zachycujících 294 mluvčích.*

***Rozdíl mezi PMK a BMK***

*BMK se pokouší nahradit tradiční interpunkci interpunkcí pauzovou. Striktně zachycuje simultánnosti dialogických promluv. Pauzová interpunkce je náročnější -> diference zápisu u přepisovatelů; zatím bez morfologického značkování. Praha: do jisté míry ukazuje skutečnost.*

**Korpusový manažer**

*Program umožňující efektivně pracovat s počítačovým korpusem, tj. vyhledávat podle zadatelných kriterií (slovní tvar, značka, lemma) ve formě KWIC, vyhledané informace třídit a statisticky zpracovávat, vytvářet subkorpusy, ukládat získané informaci, využívat standardních statistických metod pro vyhledávání kolokací atd. Program musí splňovat dvě základní kritéria, z nichž prvním je dostatečná rychlost při vyhledávání požadovaných lingvistických jevů a druhým uživatelsky příjemné rozhraní. Např. GCQP nebo Bonito, který je vyvíjen a ověřován.*

**Manatee**

*Manatee je knihovna napsaná v jazyce C++, výkonný korpusový manažer. Jedná se o aplikaci provádějící operace nad samotnými korpusy. Neposkytuje však uživatelské rozhraní ani neřeší správu uživatelů. K tomuto účelu slouží aplikace Bonito 1, Bonito 2 a nově aplikace Kondor.*

**Bonito1 a Bonito 2**

https://dip.felk.cvut.cz/browse/pdfcache/cokrtvac\_2011bach.pdf

*ÚČNK používá dva korpusové manažery – Bonito 1 a Bonito 2.*

*Bonito 1 je desktopová aplikace napsaná v jazyce Tcl/Tk. Skládá se ze dvou částí, jménem Bonito 1 se označuje jeho klientská část. Ta komunikuje se serverovou částí ManateeSRV přes TCP/IP. K přenosu dat aplikace implementuje svůj vlastní stavový textový protokol. ManateeSRV se stará o autentizaci a autorizaci a má přístup k databázi. K samotné práci s korpusy využívá knihovnu Manatee, komunikace s ním probíhá přes standardní vstup a výstup.*

*Výhody a nevýhody vyplývají z podstaty desktopové aplikace. Uživatelské rozhraní je interaktivní, s rychlou odezvou. Bonito 1 má také širokou funkcionalitu, včetně podpory statistik, vytváření subkorpusů, nebo dokonce graﬁcké tvorby dotazů. Nevýhodou je, že aplikace není platformově nezávislá (ale existuje verze pro OS Windows, Linux i Mac OS). Aplikaci je také nutno na klientském počítači nejdříve nainstalovat, z čehož plynou problémy s případným zaváděním nových verzí. Také GUI postupem času zastaralo a jeho vzhled neodpovídá současným požadavkům.*

*Z výše zmíněných důvodů vznikala nová verze klienta - Bonito 2. Bonito 2 je webová aplikace napsaná v jazyce Python. Na klientském počítači je tedy potřeba jen webový prohlížeč. Na straně serveru běží CGI skripty, které obsluhují příchozí HTTP požadavky a následně vygenerují HTTP odpověď - čistou html stránku bez jakékoli klientské logiky . Ke komunikaci s Manatee využívá Bonito 2 rozhraní vygenerované nástrojem SWIG. Struktura aplikace je naznačena na obrázku 2.2. Právě neinteraktivní GUI (při každé akci se musí načíst nová stránka) spolu s menší funkcionalitou způsobily, že uživatelé raději nadále využívají starší Bonito 1.*

**Kondor**

*Neúspěch Bonita 2 dal podnět ke vzniku nového manažeru s pracovním názvem Kondor. Jedná se také o webovou aplikaci. Jako programovací jazyk byl zvolen jazyk Java4, který je standardem po tvorbu podnikových aplikací. Na rozdíl od svého předchůdce však poskytuje interaktivní GUI podobné desktopové aplikaci, což je umožněno použitím technologie AJAX. Aplikace Kondor je stále ve vývoji, její základní komponenty včetně dotazování a správy uživatelů jsou již implementovány. Chybí však podpora pro výpočet statistických funkcí.*

*\*AJAX (Asynchronous JavaScript and XML) je obecné označení pro technologie vývoje interaktivních webových aplikací, které mění obsah svých stránek bez nutnosti jejich opětovného načtení. Z JavaScriptového kódu se na pozadí zašle HTTP dotaz na server a jeho odpověď je opět zpracována JavaScriptem. Na rozdíl od klasických webových aplikací poskytují AJAXové aplikace uživatelsky příjemnější prostředí, ale vyžadují použití moderních webových prohlížečů.*

**Značkovací jazyk**

*Značkovací jazyk je jakýkoli jazyk, který vkládá do textu značky vysvětlující význam nebo vzhled jednotlivých jeho částí. Text obohacený o dodatečné informace (o významu, struktuře, způsobu zobrazení jednotlivých částí textů), se původně používal jen pro formátování textu v nakladatelstvích - dodnes např. formátovací jazyk TeX (formátování knih do tisku). Dalšími jazyky jsou troff, PDF. Nejznámějšími značkovacími jazyky jsou HTML a XML, v nichž je vytvořena většina WWW stránek. Pro potřeby korpusové lingvistiky se používá SGML jazyk, dnes XML.*

*Pro potřeby KL se používal jazyk SGML, dnes XML.*

**Metody značkování a rozdíly mezi nimi**

*vnější anotace: typ textu, autor, rok (lze pak vybírat texty z určitého roku, texty psané jen ženami apod.)*

*vnitřní anotace: strukturní informace (členění na kapitoly, odstavce, věty, slova) a informace lingvistické, ty jsou nákladné => omezuje se na morfologické značkování jednotlivých slovních tvarů (tagování), přiřazení slovnědruhové charakteristiky a lemmatizaci (přiřazení základního, slovníkového tvaru)*

**Ruční značkování korpusu**

*Korpus značkují ručně tzv. anotátoři, zkušení a vyškolení pracovníci. Ruční značkování korpusu je nákladná věc, využívá se hlavně kvůli tzv. desambiguaci, tj. zjednoznačňování víceznačných jednotek. Dále se někdy používá při pročišťování korpusu – odstraňování překlepů. Dále se využívá automatického značkování, které provádějí počítačové nástroje. Ručního značkování se využívá u trénovacích dat, na jejichž základě pak probíhá automatické značkování.*

**Výhody anotovaných korpusů**

*Anotovaný korpus odrazový můstek pro další lingvistické výzkumy, nedocenitelný test pro lingvistickou teorii. Sestavování trénovacích dat, na nichž se počítačové programy učí automaticky anotovat slova. Na základě anotací se vyhledává v korpusu – např. výskyty pasiva, vidy apod. Anotovaný korpus poskytuje též výchozí statistická data pro pravděpodobnostní zpracování jazyka.*

*Anotovaný korpus přináší lingvistické interpretace na různých úrovních. Slouží k výzkumu jazyka (vytěžování korpusu pro lingvisty) a jednak pro aplikace NLP – budování modelů jazyka na základě dat získaných z korpusů.*

**Automatické nástroje pro značkování korpusu**

*Morfologické analyzátory = nejznámější morfologické analyzátory (značkovací programy - taggers pro angličtinu) zpracovávají data v korpusu tak, že každému slovnímu tvaru přiřadí jeho gramatickou značku (tag), tj. obvykle symbol slovního druhu (může jich být i víc). Obvykle se značkují vybrané části korpusu v rozsahu do 10 mil. slovních tvarů; vzniklé soubory jsou zhruba třikrát až čtyřikrát větší než původní, což znamená, že při jejich dalším zpracování vznikají časové problémy.*

*Probabilistický analyzátor CLAWS (autor R.Garside z Lancasteru): má vysokou úspěšnost, dosahuje jen 1.7% chyb. Celkově je CLAWS hybridní (vedle stochastického přístupu obsahuje i jednoduchá syntaktická pravidla) a pracuje s anotovaným lexikonem, jehož součástí je i seznam základních anglických idiomů. Značkování se provádí v několika fázích, používá se rovněž Viterbiho algoritmu (zpracovává pravděpodobnosti přechodu mezi větnými složkami). Probabilistický přístup je motivován tím, že je blízký psychologii člověka.*

*Analyzátor vytvořený J.Clearem v birminghamském COBUILDU: využívá pravděpodobnostního přístupu, je velmi robustní a jeho míra úspěšnosti je 95% - autor ji pokládá za dostačující.*

*Helsinský analyzátor: založen na tzv. constraint grammars a je 60krát rychlejší než ostatní (předpokládá ale užití dvoustupňového morfologického analyzátoru Kimmo od Koskenniemiho) - je zatím ze všech zjevně nejúspěšnější, pokud jde o zvládnutí více jazyků (dosud dovede pracovat s 5 jazyky).*

*Analyzátor D.Cuttinga et al. (je v public domain a dostupný v Internetu):  
Užívá skrytého Markovova modelu, je jazykově nezávislý, učí se od počátku na menších vzorcích, pracuje s vahami pravděpodobnostního výskytu, pracuje iterativně a ve fázi učení počítá s 18% předem označkovaného textu.*

*Mofrologické analyzátory Ajka a Majka*

*Taggit*

**Obecné zásady vytyčené G. Leechem, podle nichž mají být vytvářeny značky (7)**

*-> zachovat vratnost anotovaného korpusu do surového stavu (autor značek je interpretem, s nímž nemusí každý potenciální uživatel souhlasit, přičemž by mělo být technicky možné se případné nežádoucí interpretace zbavit a moci pracovat bez ní)*

*-> možnost extrahovat anotace z textu a uložit je zvlášť, aby bylo možné se k nim vrátit (formou nějaké relační databáze, nebo interlineárního formátu)*

*-> anotační schéma by mělo vycházet z teoretických východisek, která by měla být jasně formulovaná a přístupná každému konečnému uživateli korpusu. Mnohé korpusy byly anotovány ručně (existence subjektivních interpretací zaviněných osobou anotátora ve sporných případech). Značkování by pak mělo být doplněno komentáři, z nichž by byl důvod příslušné volby patrný.*

*-> mělo by být jasné, JAK a KDO anotaci provedl (JAK – ručně* × *automaticky* × *poloautomaticky, s postkorekcí* × *bez korekce; KDO – počítačový program, anotátor - člověk)*

*-> uživatel korpusu by si měl být vědom toho, že anotace nejsou nějakou nedotknutelnou neomylnou instancí. Anotace je pouze více či méně užitečným nástrojem. INTERPRETACE.*

*-> anotační schéma by mělo být založeno na široce schvalovaných a teoreticky nezatížených principech. Není na škodu i zjednodušující přístup.*

*-> žádné anotační schéma nemá právo být pokládáno za standardní. Je-li nějaké řešení uznávanější, děje se tak pouze z praktických důvodů.*

**Word, lemma , tag, tagování, token**

*Word je poziční atribut podporovaný každým korpusem. Jde o takový tvar slova, jaký se nacházel v předloze korpusu. Pro již zmíněnou konkordační řádku „Mýt v zimě auto, či nemýt.“ je hodnota atributu word na pozici -1 „zimě“.*

*Lemma je poziční atribut obsahující základní tvar slova. Např. pro podstatné jméno je to 1. pád jednotného čísla, pro sloveso inﬁnitiv, ... Pro již zmíněnou konkordační řádku „Mýt v zimě auto, či nemýt.“ je hodnota atributu word na pozici -1 „zima“*

*Tag je poziční atribut obsahující informaci o slovním druhu a dalších morfologických charakteristikách daného slova. Pro již zmíněnou konkordační řádku „Mýt v zimě auto, či nemýt.“ je hodnota atributu word na pozici -1 „NNFS6——A—–“.*

*Tagování je značkování na úrovni slovních druhů*

*Tokeny jsou testová slova, tj. výskyt slovních tvarů (slovních exemplářů), čísel, zkratek, speciálních znaků a interpunkčních znamének. Základní prvek korpusu (pozice)*

*Tokenizace rozdělení na jednotlivé pozice*

*Typ: slovní tvar jako takový*

*Př.: Token (počet všech unaků v korpusu, tj. i interpunkce) a type (počet všech různých slov) => např. krávy krávy, jak si vlastně povídáte => token = 7, type = 5)*

*Konverze převod textu do nějaké podoby*

**Co je to CQL?**

*Corpus Query Language je jazyk sloužící k dotazování v korpusovém manažeru. S jeho pomocí speciﬁkujeme, jaká slovní spojení v korpusu hledáme. V nejjednodušší formě může vypadat dotaz např. takto: [word="auto"], což znamená, že hledáme všechny výskyty řetězce „auto“ v korpusu.*

**Co je to KWIC?**

*KWIC - Keyword in context je konkrétní vyhledané spojení, které odpovídá zadanému dotazu (CQL). Pokud máme např. dotaz [word="auto"][][word="koně"] (tři slova, z nichž první je „auto“ a poslední je „koně“), pak KWIC může být třeba „auto přejede koně“ nebo „auto, koně“.*

**Konkordanční seznamy a jejich využití**

*Konkordance je množina klíčových slov nebo slovních spojení spolu s jejich kontextem vyhledaných jako odpověď na uživatelem zadaný dotaz. Konkordance je zpravidla zobrazována v tabulce se třemi sloupci. Uprostřed jsou vyhledaná spojení, odpovídající dotazu.*

*Konkordační seznam je výsledek dotazu na korpus; zobrazuje se ve formátu KWIC, kdy jsou hledaná slova se svými kontexty zobrazena přehledně pod sebou.*

**Frekvenční seznamy a jejich využití**

*Frekvenční distribuce“ slouží ke spočítání frekvence slov (lemmat), morfologických značek a jejich posloupností na zadaných pozicích (počítáno od KWIC). Jako výsledek tedy zobrazí tabulku se slovy (pozičními či strukturními atributy), která se nejčastěji vyskytují na daných pozicích.*

**Využití korpusů při tvorbě slovníků**

*Dříve sběr dat založen na lístkových katalozích sestavovaných z příkladů lexikálních jednotek. Korpusy umožňují vyhledávání zadané lexikální jednotky během několika vteřin. To umožňuje rychlé obohacování a rozšiřování slovníků; definice a výklad mohou být co nejbohatší až kompletní; příklady se mohou rychle řadit do smysluplných podskupin; při tvorbě slovníků se používá otevřených monitorovacích korpusů; ohromný význam u terminologických slovníků; souvýskyt + možnost jeho srovnání -> přesná definice termínu. Velké využití u frekvenčních slovníků, různých učebnic, jazykovědných studií, příruček. Na základě PMK vznikl frekvenční slovník pražské mluvené češtiny.*

**Desambiguace**

*zjednoznačnění víceznačných jednotek v kontextu*

**Jaký je rozdíl mezi kognitivně plausibilním a kognitivně neplausibilním systémem?**

*Kognitivně plausibilní systém usiluje o vytvoření poznávacího (kognitivního) modelu, pro nějž je relevantní, jakým způsobem člověk řeší nějaký úkol pomocí inteligence, a používá jej jako bázi pro stroj, který má tento problém (úkol) inteligentně řešit. Takový systém často používá úplnou sadu pravidel, které explicitně formulují znalosti, které člověk implicitně používá, ve formě tzv. báze znalostí (knowledge base).*

*Naopak systémy, které rezignují na kognitivní plausibilitu a jsou tedy kognitivně neplausibilní, se prostě snaží vytvořit model inteligentního chování, aniž by se přihlíželo k tomu, zda systém pracuje stejným způsobem jako člověk (inteligentně). Tyto systémy často používají surová kvantitativní data k vytvoření statistického modelu napodobujícího lidské chování.*

**Jaký je rozdíl mezi stochastickou disambiguací morfologicky označkovaného korpusu a disambiguací řízenou pravidly?**

*Stochastická desambiguace: model založený především na pravděpodobnostech přechodu mezi jednotlivými značkami v morfologicky analyzovaném textu. Princip: nejdřív ručně označkovat tzv. testovací data (tvaru přiřadit jednu správnou značku), z nich se pak program „naučí“ na trénovacích datech a učiní si představu o pravděpodobnostech přechodu mezi jednotlivými značkami a o jejich četnostech, kterou si uloží do vnitřních tabulek. Pak tyto poznatky aplikuje při desambiguaci korpusu, který není desambiguovaný.*

*Pravidly řízená desambiguace: stochastická metoda není 100% úspěšná, proto se začala vyvíjet metoda založení na syntaktických pravidlech. Podstata = intuitivní formulace celé řady syntaktických pravidel, která odrážejí syntaktické konfigurace čečiny dané jejím vnitřním systémem. Vývoj této metody je v počátcích. (viz výše). Přístup kognitivně plausibilní.*

**K čemu může sloužit kvantitativní analýza dat získaných z velkých jazykových korpusů?**

*NLP: stochastická desambiguace, automatická analýza založená na statistických metodách*

*Frekvenční seznamy, výzkum kolokací - lexikografie*

**Kolokace a korpusová lingvisitka**

*Kolokace jsou slova (nebo i jiné poziční atributy), která se statisticky významně často vyskytují v korpusu pohromadě. Statistika „Kolokace“ nám tedy zobrazuje, jaká slova se nejčastěji vyskytují v blízkosti KWIC spolu s hodnotami specializovaných kolokačních funkcí*

*T-score - míra kontrastu: Vychází ze statistické metody testování hypotéz pomocí tzv. t-testu.*

*V případě kolokací testujeme, zda zjištěné počty výskytů jednotlivých slov a jejich dvojic odpovídají náhodnému rozložení slov v korpusu. Čím vyšší je hodnota t-score, tím méně je pravděpodobné, že jde o náhodné rozložení slov a a naopak tím pravděpodobnější je, že jde o pevnější, ustálenější kombinace slov, tj. o kolokace.*

*Mi-score*

**NLP (Natural langue processing)**

*počítačové zpracování přirozeného jazyka. Je to obor na pomezí lingvistiky, informatiky (umělé inteligence), popř. taky akustiky aj.; zkoumá problém analýzy či generování textů nebo mluveného slova, které vyžadují určitou (ne absolutní) míru porozumění přirozenému jazyku strojem. Zabývá se zkoumáním a zpracováním přirozeného jazyka pomocí počítačů a metod informatiky.*

*Mezi hlavní úkoly patří: analýza přirozeného jazyka (morfologická, syntaktická, sémantická); generování přirozeného jazyka (vyvíjení, vytváření); syntéza a rozpoznávání řeči; strojový překlad (Machine translation); odpovídání na otázky (Question answering); získávání informací (Information retrieval); korektura textu (Spell-checking, Grammar checking); extrakce informací (Information extraction); výtah z textu (Text summarization); určení typu dokumentace (Text Classification/Clustering)*

**MRF (machine readable form)**

*soubor počítačově čitelných textů, složený ze souvislých textových úseků vybraných dle jistých pravidel tak, aby reprezentovaly jazyk jako celek v celé jeho pestrosti -> obsahuje standardní reference*

*anotace - ty zahrnují metatextové informace a interpretace jednotek, z nichž je text složen*

**OCR (optical character recognition)**

*optické rozpoznávání znaků je metoda, která pomocí scanneru umožňuje digitalizaci tištěných textů, s nimiž pak lze pracovat jako s normálním počítačovým textem. Počítačový program převádí obraz buď automaticky, nebo se musí naučit rozpoznávat znaky. Převedený text je téměř vždy v závislosti na kvalitě předlohy třeba podrobit důkladné korektuře, protože OCR program nerozezná všechna písmena správně.*

**TEI (Text encoding initiative)**

*\*1986. Aktivita sponzorovaná hlavními vědecky orientovanými asociacemi zabývajícími se využitím počítačů v humanitních vědách. ACL (Association for Computional Linguistics), ALLC (the Association for Literary and Linguistic Computing), ACH (the Association for Computers and Humanities). Je sponzorovaná EU a americkou vládou;*

*Cíl: vytvoření standardní implementace pro operace s počítačově čitelnými texty. Návrhla společný kódovací a značkovací metajazyk SGML – přijat pro svou jednoduchost, jasnost, formální přísnost a mezinárodní uznání; vydala doporučení pro společný výměnný formát, zásady kódování, znakové sady*

**DDL (Data Driven Learning)**

*Výuková metoda studentů, která se zakládá na vyhledávání v korpusu. Otec Tim Johns (univerzita v Birminghamu). Vytvořit takový postup výuky, který byl založený na induktivní metodě, tedy na aktivním vyhledávání jedné jazykové jednotky v korpusu. Studenti tak pomocí korpusu shromáždí data, které jim dávají příležitost objevit příklady užití jazyka. Z nich poté zobecní pravidlo. DDL je možné využít při skupinové nebo individuální výuce i mimo tradiční výuku, např. ve formě e-learningu nebo jako domácí cvičení.*

*Student je tedy naveden k tomu, aby sám na základě materiálu získaného z korpusu tvořil hypotézy o různých významech lexikálních, gramatických. Rozvíjí deduktivní přístup, což napomáhá dalšímu studiu jazyků.*

*Hlavní výhodou využití korpusu pro výuku jazyků je práce se skutečným materiálem, reálnými větami a slovními spojeními, které nejsou upravené pro didaktické účely.*

**DTD (Document Type Definition)**

*Definice typu dokumentu; jazyk pro popis struktury XML, případně SGML dokumentu. Omezuje množinu přípustných dokumentů spadajících do daného typu nebo třídy. DTD tak například vymezuje jazyky HTML a XHTML. Struktura třídy nebo typu dokumentu je v DTD popsána pomocí popisu jednotlivých značek (nebo též elementů) a atributů. Popisuje, jak mohou být značky navzájem uspořádány a vnořeny. Vymezuje atributy pro každou značku a typ těchto atributů. Poměrně starý a málo expresivní jazyk. Formální reprezentace, informuje uživatele nebo program o tom, které elementy text obsahuje, jak jsou tyto elementy kombinovány a obsahuje také sadu deklarací entit. Používá se programem SGML parser – kontroluje, zda je text otaggován ve formátu kompatibilním s TEI*

*<!ELEMENT clovek (jmeno, adresa\*)****>***

*<!ELEMENT jmeno (#PCDATA)****>***

*<!ELEMENT adresa (ulice?, cislo?, mesto)****>***

*<!ELEMENT ulice (#PCDATA)****>***

*<!ELEMENT cislo (#PCDATA)****>***

*<!ELEMENT mesto (#PCDATA)****>***

**PDT (Prague Dependency Treebank; Pražský závislostní korpus)**

*Pražský závislostní korpus (PDT) je probíhající projekt pro ruční anotaci velkého množství českých textů bohatou lingvistickou informací, sahající od morfologie přes syntax až po sémantiku/pragmatiku a ještě dále.*

*Představuje druhý největší, ručně označkovaný korpus na světě (hned za anglickým Penn Treebank (1992))*

**EAGLES**

*dozorčí skupina založená EU, jejím úkolem je sledovat a pomáhat různým evropským iniciativám*

*jde o vytvoření systému značek, který by na jedné straně zachytil všechny zvláštnosti, potřeby, specifika všech evropských jazyků - na straně druhé zachoval jednotu systému*